
Playing against computers that learn
When Fan Hui lost a game of Go in October 2015, history was made: it was the first time a human Go champion was beaten by an artificial intelligence (AI)—a computer program that can think. And in March 2016, history was repeated when Lee Sedol—one of the world’s top players—was defeated. As Fan watched AlphaGo make an important move against Lee, he thought: “That wasn’t a human move.” Then he said, “So beautiful, so beautiful.”
Usually, game-playing electronic devices are programmed to predict the possible results of a move, but they don’t learn new moves or improve. AlphaGo is different. When it was built, the AI was given three million human Go moves to analyze. Then it began playing. Through the process of sometimes losing and sometimes winning, the AI developed its own style of play, and learned to “think”—some people even say “feel”—like a real Go player.
Are Fan and Lee disappointed about AlphaGo’s achievements? Is our technology becoming too smart? Perhaps surprisingly, the two Go champions see it as progress. After he was beaten by AlphaGo, Fan began to play the game in a different way, and he improved. He won more games against other humans. Lee, whose experience was similar, said, “I have improved already. It has given me new ideas.” In this case, human and machine are working together for the development and improvement of both.
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